
xDM feels slow. There are 
performance concerns.

Look at the integration 
job logs using the 
Batch ID for the 
bottleneck.

Are the job 
logs visible 
for the Batch 
ID?

Export the logs from 
the database. Use this 
query and execute 
from the repository 
schema.

Analyze the log for 
the bottleneck

What’s the 
bottleneck?

Check the app 
server and 
database sizing.

Allocate the following minimum 
requirements: 
1. Maximum Memory -Xmx value 
must be at least 4 GB.
2. The Operating System should 
have at least 8 GB of RAM.

Using the 
Lookup 
Enricher?

No

Yes

Insufficient data in the UI logs

There’s 
insufficient 
app server 
memory.

There’s 
insufficient 
database 
memory.

Server Requirements
CPU: 4 CPUs minimum. 
Memory: 16 GB

Database Requirements
Oracle: Minimum size of the SGA 
must be 8 GB
PostgreSQL: Minimum size of the 
cache must be 8 GB

Are you using 
many
fuzzy-matching 
algorithms?

Is the 
analyze 
stats 
parameter 
turned on?

Check the following:
● Many-to-many relationships
● Fuzzy-matching entities (only 

use for entity that require 
match/merge, e.g., reference 
data often doesn’t require 
fuzzy matching)

What’s the 
slow down?

The whole business 
user application is 
slow, freezes, or never 
loads (spinning wheel).

Check the data 
integration process. 
Your ETL process 
needs troubleshooting.

Use pagination limits in 
your query to return a 
smaller group of 
records. Try adding an 
index.

Are you 
searching 
records?

Are you 
loading 
records?

Use 
continuous 
loads.

Is it still slow for 
your business 
requirements?

Consider a basic entity 
for authoring with a 
fuzzy-matching engine 
for de-duplication.

Slow UI
xDM Integration 
job/Data 
Certification  

Data loading process 
(i.e. external ETL)

REST API

Yes

Yes

Yes

Yes

No

Other
Enrichment

Matching

Is it slow for 
1 user or all 
users?

There’s a 
user-defined filter or 
sort that’s causing 
the slow down. 
Reset the sorting or 
add an index to sort 
more efficiently.

How many 
actions or 
views are 
slow?

Activate the data 
steward logger. 
Capture the SQL and 
run an Explain Plan. 
(How to get 
PostgreSQL explain 
plan, Oracle explain 
plan.)

Rebuild indexes & 
recalculate stats.

All steps are 
slow

Disable delete 
in this job and 
create a 
dedicated 
integration job 
for deletes (if 
needed)

Is the model 
over 
engineered?

For Production and small jobs, it’s 
best to set 
PARAM_ANALYZE_STATS  to 0 for 
better performance. Only use 
PARAM_ANALYZE_STATS  = 1 in 
Development when loading big 
volumes or doing heavy matching.

If you’re not deleting records in the 
integration job, set the job to  
PARAM_ENABLE_DELETE_PHASE  = 
0 for better performance. If you’re 
deleting records, create a dedicated 
delete integration job.

Is delete 
turned on?

In the App Builder > 
Management > 
Integration Batch 
Poller, set the Job Log 
Level to No Task

Is this the 
Production 
environment?

Performance is 
still bad

Yes

Are you adding 
exact match 
conditions to your 
fuzzy match rules?

Are you using 
Java plug-in 
enrichers?

Are you calling 
external 
database 
functions? 

Are you doing 
transformations in 
the match rule?

Are you 
performing many 
foreign key 
lookups to the 
parent record?

Are you 
performing 
matching based 
on child entity?

Have you tried 
chaining the 
enrichers 
together?

Do you have too 
many match 
rules?

Are you getting 
huge match 
groups? Look in 
the DU table

Did you profile 
your data before 
writing match 
rules?

Set the job parameters to chain SemQL 
and/or API enrichers together for the entire 
job or per entity. 
PARAM_AGGREGATE_JOB_ENRICHERS
PARAM_AGGREGATE_JOB_PLUGIN_ENRIC
HERS 

Measure & record your 
performance to set a 
benchmark.

Deleting 
records

If doing lookups using the 
Lookup Enricher with 
huge data volumes, 
consider performing the 
lookup at the ETL layer 
for superior performance. 

Make sure your external 
database functions or 
procedures are 
optimized. If possible, 
avoid updating 
row-by-row.

Optimize the enricher 
using Advanced 
Configuration options, 
e.g. Thread Pool Size 
and Batch Update Size

Profile your data to ensure 
your match rules result in 
viable matches and aren’t 
covered by existing match 
rules. Try the Discovery 
tool.

Your match rules are 
overmatching. Profile your 
data to find appropriate 
match groupings and write 
narrower match rules.

Try enriching using 
phoneticization and then do 
an exact match using the 
phonetic values (refer to 
tutorial models for 
examples). Or reduce fuzzy 
matching rules.

Add exact matches to your 
fuzzy matching rules. Refer 
to the Matching Best 
Practices guides for 
examples. (Ask Support for 
the Matching Best Practices 
guide.)

Avoid transformations in the 
match rule. Transform the 
data using enrichers and 
save the output to a new 
attribute. Match on the new 
attributes.

A few foreign key lookups 
to the parent record in a 
match rule are OK. If you 
have too many, you should 
enrich the foreign/parent 
info to a new attribute. Then 
match using the new 
attribute, i.e., denormalize 
your model.

Child entity matching can 
result in reduced 
performance if data 
volumes are very big. 
Denormalize your model 
and load the child attributes 
into the parent entity if 
possible. Match at the 
current entity level. Ask 
Support for guidance if 
denormalization is not 
viable.

Analyze which match rules 
are being used. Use the 
Match Analysis dashboard 
to help you (download the 
Customer B2C tutorial 
dashboards or ask Support 
for the SQL to create the 
charts). Then remove or 
tweak unused rules.

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

Still not 
solved?

Find the slow step in the integration 
job logs. Take the executed SQL and 
run an Explain Plan. Interpret the 
plan for optimization ideas.

If after following all of the steps, your performance problem has not improved, contact 
Support for help. Include the following: 

● App & database server specs
● Performance benchmark stats (integration job logs data)
● Where the bottleneck is happening
● The Explain Plan

Yes

No

No

No

No

No

No

No

No

No

No

No

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Are you using 
custom-built 
Java plug-in 
enrichers?

Ensure the custom-built 
enricher is well coded. 
Use parallel processing 
if possible.

Yes
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Do you have a lot of 
logging happening 
at the DEBUG level? 
Find out how to 
update it to INFO.

Performance is 
still bad

https://community.semarchy.com/post/how-to-monitor-load-job-and-integration-job-logs-5f10174c9ec9621520d21db5
https://community.semarchy.com/post/how-to-monitor-load-job-and-integration-job-logs-5f10174c9ec9621520d21db5
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/447053872/Export+Semarchy+xDM+Integration+Batch+Logs
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/447053872/Export+Semarchy+xDM+Integration+Batch+Logs
https://www.semarchy.com/doc/semarchy-xdm/semng.html#sizing-and-maintaining-the-databases-schemas
https://www.semarchy.com/doc/semarchy-xdm/semng.html#sizing-and-maintaining-the-databases-schemas
https://www.semarchy.com/doc/semarchy-xdm/semng.html#sizing-and-maintaining-the-databases-schemas
https://www.semarchy.com/doc/semarchy-xdm/semeg.html#semarchy-lookup-enricher
https://www.semarchy.com/doc/semarchy-xdm/semeg.html#semarchy-lookup-enricher
https://www.semarchy.com/doc/semarchy-xdm/semig.html#pagination
https://community.semarchy.com/question/how-to-make-my-search-form-or-named-query-filter-use-my-custom-created-inde--5fe215ac73b8ce603955e006
https://community.semarchy.com/question/how-to-make-my-search-form-or-named-query-filter-use-my-custom-created-inde--5fe215ac73b8ce603955e006
https://www.semarchy.com/doc/semarchy-xdm/semig.html#continuous-loads
https://www.semarchy.com/doc/semarchy-xdm/semig.html#continuous-loads
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/34308111/Slow+performance+in+data+steward+application
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/34308111/Slow+performance+in+data+steward+application
https://community.semarchy.com/post/how-to-get-an-explain-plan-with-postgresql-5f0eb72006358a5a80f7e437
https://community.semarchy.com/post/how-to-get-an-explain-plan-with-postgresql-5f0eb72006358a5a80f7e437
https://community.semarchy.com/post/how-to-get-an-explain-plan-with-postgresql-5f0eb72006358a5a80f7e437
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/34308109/Oracle+Explain+Plan
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/34308109/Oracle+Explain+Plan
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/455442433/How+to+solve+Performance+Issues
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#analyze-stats
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/1125220353/Creating+a+Custom+Delete+Job
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/1125220353/Creating+a+Custom+Delete+Job
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/1125220353/Creating+a+Custom+Delete+Job
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/1125220353/Creating+a+Custom+Delete+Job
https://semarchy.atlassian.net/wiki/spaces/SKB/pages/1125220353/Creating+a+Custom+Delete+Job
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semeg.html
https://www.semarchy.com/doc/semarchy-xdm/semeg.html
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#matching
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#matching
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#creating-integration-jobs
https://www.semarchy.com/doc/semarchy-xdm/semeg.html#semarchy-lookup-enricher
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#declaring-database-functions-and-procedures
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#advanced-plug-in-and-rest-client-configuration
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#advanced-plug-in-and-rest-client-configuration
https://www.semarchy.com/doc/semarchy-xdm/sepug.html
https://www.semarchy.com/doc/semarchy-xdm/sepug.html
https://www.semarchy.com/doc/semarchy-xdm/semeg.html#text-normalization-and-transliteration
https://www.semarchy.com/tutorials-content/standardize-match-merge/#3
https://www.semarchy.com/tutorials-content/standardize-match-merge/#3
https://www.semarchy.com/doc/semarchy-xdm/semsq.html#functions-for-matching
https://www.semarchy.com/doc/semarchy-xdm/semsq.html#functions-for-matching
https://www.semarchy.com/support/
https://www.semarchy.com/tutorials-content/standardize-match-merge/#1
https://www.semarchy.com/tutorials-content/standardize-match-merge/#1
https://www.semarchy.com/tutorials-content/standardize-match-merge/#1
https://www.semarchy.com/tutorials-content/standardize-match-merge/#1
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#matching-on-child-records
https://www.semarchy.com/doc/semarchy-xdm/semdg.html#matching-on-child-records
https://www.semarchy.com/support/
https://github.com/semarchy/xdm-tutorials/tree/master/demo-applications/customer-b2c/dashboards
https://github.com/semarchy/xdm-tutorials/tree/master/demo-applications/customer-b2c/dashboards
https://www.semarchy.com/support/
https://community.semarchy.com/post/how-to-get-an-explain-plan-with-postgresql-5f0eb72006358a5a80f7e437
https://www.semarchy.com/support/
https://www.semarchy.com/support/
https://www.semarchy.com/doc/semarchy-xdm/sempg.html
https://www.semarchy.com/doc/semarchy-xdm/sempg.html
https://www.semarchy.com/doc/semarchy-xdm/sempg.html
https://www.semarchy.com/doc/semarchy-xdm/sempg.html#parallel-execution-and-thread-safety
https://community.semarchy.com/question/what-factors-cause-slow-named-query-performance-6024a9356b4b896b3dcd97bd
https://community.semarchy.com/question/what-factors-cause-slow-named-query-performance-6024a9356b4b896b3dcd97bd

